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1. GEOMETRIC VERSION OF POSITIVSTELLENSATZ

Theorem 1.1. (Recall) (Positivstellensatz: Geometric Version) Let A = R[X].
LetS ={gi1,...,8s} CR[X], f € R[X]. Then

(1) f>0onKs ©3Ap,geTsst.pf=1+¢q
(Striktpositivstellensatz)

2 f>0onKs ©AmeZ,,Ap,geTsst.pf=f"+gq
(Nonnegativstellensatz)

B f=0onKs ©® AmeZ, st —feTs
(Real Nullstellensatz (first form))

(4)KS :¢<:>—1€T5.

Proof. It consists of two parts:
-Step I: prove that (1) = (2) = (3) = (4) = (1)
-Step 1I: prove (4) [using Tarski Transfer]

We will start with step II:
Clearly Ks # ¢ = —1 ¢ T (since -1 € Ts = Kg = ¢ ), so it only remains to
prove the following proposition:

Proposition 1.2. (3.2 of last lecture) If —1 ¢ T (i.e. if Ts is a proper preordering),
then Kg # ¢.
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For proving this we need the following results:

Lemma 1.3.1. (3.4.1 of last lecture) Let A be a commutative ring with 1. Let P
be a maximal proper preordering in A. Then P is an ordering.
Proof. We have to show:

i)PU—-P=A,and

(i1) p := PN —P is a prime ideal of A.

(i) Assume a € A,buta ¢ P U —P.
By maximality of P, we have: —1 € (P + aP) and —1 € (P — aP)
Thus
-1 =s; +at; and
—1=s8,—at, ; s1,8,1,H€P
So (rewritting)
—at; =1+ s; and
at =1 + 5,
Multiplying we get:
—Clzlltg =148 +5+ 55
= —1 =5, 4 5, + 515 + a’t11, € P, a contradiction.

(i) Now consider p := P N —P, clearly it is an ideal.
We claim that p is prime.
Letabe panda,b ¢ ».
Assume w.l.o.g. thata,b ¢ P.
Then as above in (i), we get:
-1 e€(P+aP)and -1 € (P + bP)
So, -1 = s5; +at; and
—1=s,+bt, ; s1,8,,1Lb €P
Rearranging and multiplying we get:
(at)(btr)) = (1 + s)(1 +85) =1+ 51+ 50+ 515
= -1 =5 + 5+ 515 —abtit,
N L Nt

epP epcC P
= —1 € P, a contradiction. O

Lemma 1.3.2. (3.4.2 of last lecture) Let A be a commutative ring with 1 and
P C A an ordering. Then P induces uniquely an ordering <p on F := ff(A/p)
defined by:

YabeAbg¢p:=>p0(nF) < abe P, wherea =a+ p. O

Sl el
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Recall 1.3.3. (Tarski Transfer Principle) Suppose (R, <) C (F, <) is an ordered

field extension of R. If x € F" satisfies a finite system of polynomial equations

and inequalities with coefficients in R, then 3 r € R" satisfying the same system.
O

Using lemma 1.3.1, lemma 1.3.2 and TTP (recall 1.3.3), we prove the propo-
sition 1.2 as follows:

Proof of Propostion 1.2. To show: —1 ¢ Ts = Kg # ¢.
Set S ={g1,...,&} S R[X]

—1 ¢ Ts = Ty is a proper preordering.

By Zorn, extend Ts to a maximal proper preordering P.

By lemma 1.3.1, P is an ordering on R[X]; p := P N —P is prime.

By lemma 1.3.2, let (F, <p) = (ff (R[X1/p), <p ) is an ordered field extension of
R, ).
8120
Now consider the system S :=
gs = 0.
Claim: The system S has a solution in F”, namely X := ()71, .. ,)T,,),
i.e. to show: gi(X_l,...,Yn) >p0;i=1,...,s.

Indeed gi()Tl,...,)Tn) = gi(Xi,...,X,), and since g; € Ts C P, it follows by
definition of <p that g; >p 0 .

Now apply TTP (recall 1.3.3) to conclude that:
dr e R" satisfying the system S, i.e. gi(x) >0;i=1,...,s.
=>reKis=>Ks#¢ .

This completes step II. O

Now we will do step I:
ire.weshow ()= 2)=B) =@ =)

=@

Let f >0onKs, f 0.
Consider S’ CR[X, Y], $":=S U{Yf - 1,-Yf +1}

So, Ks: = {(x.) | &i(®) 2 0; yf(@) = 1.
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Thus f(X,Y) = f(X) > 0on K/, so applying (1) 4 p’, ¢’ € Ty’ s.t.
PN =1+4¢X7Y)

Substitute ¥ := f(X) in above equation and clear denominators by multiplying both

sides by f(X)*" for m € Z, sufficiently large to get:
PXOFX) = fX)™ + q(X),
— 2m
with p(X) == f(X) ( , f(X)) € R[X] and

4 = FX7 (X, 7l ) < RIX]

To finish the proof we claim that: p(X), q(X) € Ts for sufficiently large m.
Observe that p’'(X,Y) € T/, so p’ is a sum of terms of the form:

ocX,Y) g7 ... (Y- (=Y fO+1)"" 5 er,...,e5 €51, €50 €{0, 1}
[ —
€ SRIX, VT2

say (X, ¥) = > hj(X, Y)’.
J

Now when we substitute Y by @ in p’(X,Y), all terms with e, or ey, equal to
1 vanish.

So, the remaining terms are of the form
1 2
1 €] €s __ €1 €y
U()_(’@) g -8 = (Z [hj()_(m)] )81 .- 85
> X

So, we want to choose m large enough so that f(X)>" (X, f(X)) € IR[X]%.
Write (X, Y) = > hy(X)Y’
Letm > deg (h;j(X,Y)) in Y, for all j.

Substituting ¥ = Yo%) L) in h;(X,Y) and multiplying by f(X)™, we get:

X" h ( : f(X)) Z hij(X) fX)", with (m — i) 2 0V i

s0 that £(X)" h ) € R[X], for all j.

( »
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So f(X)*" ( }%) f(?_()zm(Z[hj(X’]%)_())r)
=2

Thus p and (similarly) g € Ts, which proves our claim and hence (1) = (2). O

X" h(X f(X))]ze SRIXP

@=0)

Assume f = 0on K. Apply (2) to f and —f to get:
plf = f2m1 +q1 and
—paof = f*™ + > ; where pi, p2,q1,q2 € Ts, m; € Z,

Multiplying yields:

—pipaf? = AT 4 Mg, + g+ qign
= —f2mrm) = pipy 2+ Mg + g+ qiga

eTs
ie. —f"eTy, meZ, ]
B =4
Assume Kg = ¢
= the constant polynomial f(X) = 1 vanishes on K.
Applying (3), gives —1 € T§. O
=1

LetS =S U{-f}

Since f > 0 on Kg we have Ky = ¢ ,s0 =1 € Ty by (4).

Moreover from S = S U {—f} , we have T; =Ts — fTs

= —-1=qg—-pf;forsome p,qe Ts

ie.pf=1+g¢ O

This completes step I and hence the proof of Positivstellensatz. oo

We will now study other forms of the Real Nullstellensatz that will relate it to
Hilbert’s Nullstellensatz.
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2. EXKURS IN COMMUTATIVE ALGEBRA

Recall 2.1. Let K be a field, S € K[X]. Define
ZS):={xeK"| g(x) =0 V¥ g €S}, the zero set of S.
Proposition 2.2. Let V C K". Then the following are equivalent:
(1) V. =2Z(S) ; for some finite S C K[X]
2)V =2Z() ; for some set S C K[X]
(3) V= 2Z({) ; for some ideal I C K[X]
Proof. (1) = (2) Clear.
(2) = (3) Take I :=< S >, the ideal generated by S.

(3) = (1) Using Hilbert Basis Theorem (i.e. for a field K, every ideal in K[X] is
finitely generated):

I =<S§ >, S finite

= Z) = Z(S). O

Definition 2.3. V C K" is an algebraic set if V satisfies one of the equivalent
conditions of Proposition 2.2.

Definition 2.4. Given a subset A C K", we form:

I(A) :={f € KIX]| f(@ =0 YacA}

Proposition 2.5. Let A C K". Then
(1) Z7(A) is an ideal called the ideal of vanishing polynomials on A.
(2) If A = V is an algebraic set in K", then Z(I(V)) =V

(3) the map V +— I (V) is a 1-1 map from the set of algebraic sets in K" into
the set of ideals of K[X]. O

Remark 2.6. Note that for an ideal 7 of K[X], the inclusion I C 7(Z(I)) is always
true.

[Proof. Say (by Hilbert Basis Theorem) I =< gy,..., g, >, g € K[X]. Then
Z)={xeK"|gx)=0Vi=1,...,s},
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I(ZD) ={f e KIX]| f(x) =0 ¥ x e Z(D}
Assume f = hig; + ...+ hygs €I, then f(x) =0V x e Z()
[since by definition x € Z(I) = gi(x) =0Vi=1,...,5]
= f € I(ZW1)). o |

But in general it is false that 7(Z(I)) = I. Hilbert’s Nullstellensatz studies
necessary and sufficient conditions on K and / so that this identity holds.



